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 Abstract 
 

Nowadays, with the information explosion, the capacity demand has been 

exponentially increasing in backbone networks and metro networks. Therefore, it is 

becoming a hot topic for both academic and industry to improve the network capacity. 

Elastic technologies are promising to scale up the network capacity due to just-enough 

bandwidth allocation for different data-rate traffic request, while physical-layer 

network coding (PNC) can increase the throughput without complex requirement on 

hardware. In this thesis, we first propose a novel scheme to improve the network 

capacity by implementing multicast in elastic optical networks. We further present the 

capacity improvement by integrating PNC in time-division multiplexing passive 

optical network (TDM-PON) for all-optical virtual private network (VPN) 

communications.  

 

Analysis of multicast in elastic optical networks 

Elastic optical networks can increase the spectrum utilization of backbone networks 

compared to the traditional wavelength-division multiplexing (WDM) networks due 

to flexible and just-enough bandwidth allocation. On the other hand, multicast over 

the optical layer is a bandwidth-efficient communication technique which supports 

point-to-multipoint applications. As many broadband services in the future can be 

from one source to several destinations, it is essential to enable optical multicast to 

save bandwidth as well as transceivers. To further improve the network throughput, 

we propose to implement multicast in spectrum elastic optical networks. Although 

many investigations on elastic optical networks have been carried out, to the best of 

our knowledge, the performance of multicast in elastic optical networks have not yet 
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been studied. We develop two efficient multicast heuristics to solve the multicast 

routing and spectrum allocation (MC-RSA) problem in elastic optical networks. By 

adopting the same routing and wavelength/spectrum allocation algorithms, the 

benefits of elastic optical networks resulting from flexible bandwidth allocation are 

studied for multicast compared to the traditional WDM networks. We also investigate 

the impact of spectral gap caused by non-uniform bandwidth allocation on the 

improvement of network throughput. 

Physical-layer network coding (PNC) in TDM-PON  

Network coding is a promising technique to improve the network throughput and 

robustness. Although network coding in TDM-PON has been recently investigated for 

exchanging information among optical network units (ONUs) in the same PON, the 

maximum capacity improvement of inter-ONU communications in these schemes is 

only 33%. In addition, large electrical buffer is required to store the VPN traffic at 

both optical line terminal (OLT) and ONUs. All-optical VPN in TDM-PON can 

optically reroute VPN traffic to the destined ONU without optical-electrical-optical 

conversion at OLT, which enables direct communications among ONUs. Here, to the 

best of our knowledge, for the first time, we experimentally demonstrate a novel PNC 

scheme integrated in TDM-PON for all-optical VPN communications to double the 

network throughput. A unique remote node that uses optical circulators to reduce the 

insertion loss of VPN communications is also proposed. By transmitting two 

inter-ONU traffic streams of opposite direction simultaneously using PNC 

(full-duplex), it can improve the network throughput by 100% compared to the 

traditional all-optical VPN schemes (half-duplex). Experiments show that error-free 

full-duplex VPN communications are achieved, and the power penalty is no more 

than 3 dB. Synchronization of ONUs is not required for the proposed scheme. 
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摘要 
如今，隨著信息爆炸，骨幹網絡和城域網絡的容量需求已成倍增加。因此，如何

提高網絡容量正成為學術界和工業界的熱門話題。可變帶寬光網絡技術通過為不

同速率的數據傳輸分配剛剛足夠的帶寬來提高網絡容量，而物理層網絡編碼技術

（PNC）在沒有復雜的硬件要求下可以增加網絡容量。在這篇論文中，我們首先

提出將組播應用於可變帶寬光網絡來提高網絡容量。我們進一步提出將物理層網

絡編碼技術應用於時分複用光接入網絡（TDM-PON），從而來提高全光虛擬專用通

信（VPN）的網絡容量。 

 

可變帶寬光網絡中組播的分析 

可變帶寬光網絡相比傳統的波分複用光網絡（WDM）可以提高骨幹網絡的頻譜利

用率，因為它可以靈活地分配剛剛足夠的帶寬。另一方面，光網絡層上的組播是

一種高效的支持點對多點的通信技術。在未來的許多寬帶服務中，點對多點應用

服務是必不可少的，通過光組播技術可以節省頻譜帶寬和接發器的數目。為了進

一步提高網絡容量，我們建議在可變帶寬光網絡中進行組播。雖然關於可變帶寬

光網絡的研究已經有很多了，但據我們所知，關於可變帶寬光網絡的組播尚未被

研究。我們通過兩種有效算法來解決可變帶寬光網絡組播的路由和頻譜分配問

題。採用相同的路由和波長/頻譜分配算法，我們研究了有靈活帶寬分配產生的

好處，通過比較可變帶寬光網絡和傳統波分複用網絡的組播。我們也探討了由非

均勻帶寬分配造成的頻譜間隙對提高網絡容量的影響。 

 

時分複用光接入網中(TDM-PON)的物理層網絡編碼技術（PNC） 

網絡編碼是一種很有前途的技術，可以提高網絡的容量和健全性。雖然最近有關

於在時分複用光接入網中進行網絡編碼的研究，應用於同一個光接入網絡中的光
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網絡單元（ONU）之間的通信，但在這些研究中的最大的網絡容量提高只有 33％。

此外，在光網路終端（OLT）和光網絡單元中還需要大量的緩衝來存儲 VPN數據。

在時分複用光接入網中，全光 VPN網絡可以重新將 VPN數據傳送到相應的 ONU，

實現 ONU之間的直接通信，不需要在 OLT進行光-電-光的轉換。在這裡，據我們

所知，我們第一次用實驗驗證了一種新方案，將物理層網絡編碼技術應用於

TDM-PON，使得全光 VPN 通信的網絡容量增加了一倍。我們也提出了在光接入網

中的遠程節點處使用光環路器，以此減少 VPN通信的插入損耗。當兩個 ONU之間

需要進行雙向通信，可以通過利用 PNC來實現全雙工傳輸，相比傳統半雙工的全

光 VPN方案，網絡容量可以提高 100％。實驗結果表明，可以實現無差錯全雙工

VPN通信，相比半雙工通信功率補償不超過 3分貝，而且這方案中 ONU間的同步

是不需要的。 
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Chapter 1 Background 

Nowadays, with the information explosion, the capacity demand has been 

dramatically increasing in both backbone networks and access networks. The global 

IP traffic is expected to grow at a compound annual growth rate (CAGR) of 29 

percent from 2011 to 2016, whereas Internet video traffic will be 54 percent of all 

consumer Internet traffic in 2016 [1]. Therefore, the optimization of network resource 

is becoming a hot topic to improve the network capacity. Elastic technologies are 

proposed to scale up the capacity of backbone network, while low-cost and 

energy-efficient technology is promising to increase the throughput for access 

network. In this chapter, we introduce some important concepts, such as elastic optical 

networks, optical multicast, network coding in passive optical network (PON), 

all-optical virtual private network (VPN) in PON.  

 

1.1 Elastic optical networks 

Wavelength Division Multiplexing (WDM) technology has scaled up the capacity of 

backbone networks to hundreds of optical wavelengths with 100 Gb/s per wavelength 

in a single fiber, playing a major role in today’s information explosion [2]. While 

WDM technology can provide large bandwidth to customers, it has some potential 

drawbacks. One of the drawbacks is the coarse and fixed bandwidth granularity (e.g., 

50 GHz per wavelength) with fixed center wavelength in WDM networks, leading to 

low network efficiency, especially for the variable and time-dependent traffic demand. 

One entire wavelength must be assigned for a low data-rate traffic request even 

though it cannot make full use of the whole wavelength, leading to low spectrum 

utilization. On the other hand, super-wavelengths or super-channels larger than 100 
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GHz should be accommodated to satisfy extra high data-rate traffic demand that needs 

to occupy several optical carriers’ bandwidth.   

To improve the spectrum utilization of backbone network and satisfy different 

data-rate traffic demand with just enough bandwidth, spectrum elastic optical 

networks are proposed to enable flexible bandwidth allocation with a fine spectrum 

granularity [3]. In elastic optical networks, the necessary bandwidth is allocated in an 

integer multiples of 12.5 GHz, called frequency slot, thereby enhancing the spectrum 

utilization. For a low data-rate traffic request, a small integer multiples of frequency 

slots are allocated, while a large integer multiples of frequency slots are allocated for 

super-wavelengths. The authors in [4] experimentally demonstrated a 

multi-granularity optical network architecture, supporting flexible bandwidth 

allocation for different data-rate traffic demand varying from 12.5 Gb/s to 170.8 Gb/s.  

 

To enable elastic technologies, optical orthogonal frequency division multiplexing 

(OFDM) plays a key role [5]. Bit rate-variable transponders based on optical OFDM 

technology can flexibly allocate the necessary bandwidth by simply adjusting the 

number of sub-carriers. Another important technology for elastic optical networks is 

the bandwidth-variable wavelength cross-connects (WXC), based on, for example, 

bandwidth-variable wavelength selective switch (BV-WSS) [6]. 

 

To better utilize the spectrum resource, elastic optical networks with flexible 

bandwidth allocation have attracted the interest of both the industry and academic. In 

[7], the benefits of elastic optical networks brought from flexible bandwidth allocation 

were investigated for unicast traffic, compared to the conventional wavelength-based 

WDM networks. The authors in [8] further studied the performance improvement by 

adopting traffic grooming in elastic optical networks, which benefits from the 



3 
 

spectrum saving of filter guard band. In [9], a mini-grid case with a certain granularity 

which achieved almost the same performance with the gridless case is demonstrated 

by numerical simulations.  

 

Distance-adaptive modulation formats 

To future enhance the network efficiency in elastic optical networks, 

distance-adaptive modulation formats are proposed in [10]. With the advanced 

modulation technology, the simple return-to-zero (NRZ) on-off key (OOK) has been 

evolving to multi-level modulation format, such as polarization-multiplexed 16-ary 

quadrature-amplitude modulation (PM-16QAM) and PM-QPSK, using coherent 

detection technology and digital signal processing (DSP). Higher spectrum-efficient 

modulation formats require larger optical signal-to-noise ratio (OSNR), which limits 

the optical reach. Therefore, higher spectrum-efficient modulation formats such as 

PM-16QAM can be adopted for short distance, whereas more robust modulation 

formats such as PM-QPSK should be adopted for long distance. The modulation 

formats are chosen with just enough OSNR.  

 

The authors in [11] experimentally demonstrated a novel super-wavelength 

transmitter architecture with adjustable bandwidth allocation and flexible modulation 

formats for dynamic distance transmission. It showed that the optical reach could 

achieve about 800 km, 1600 km and 6000 km for PM-16QAM, DP-8QAM and 

DP-QPSK respectively. The authors in [12] and [13] investigated the further 

improvement of network throughput in elastic optical networks by adopting 

distance-adaptive modulation formats through several numerical simulations.   
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Routing and spectrum allocation (RSA) 

In elastic optical networks, the well-known routing and wavelength assignment (RWA) 

problem [14] for conventional WDM networks is extended to routing and spectrum 

allocation (RSA) problem. Different light-paths cannot share the spectrum resource 

on the same fiber links, which is referred to as the spectrum non-overlapping 

constraint. If no wavelength conversion is available, the light-path must occupy the 

same spectrum bandwidth on all the fiber links along the light-path, which is known 

as the spectrum-continuity constraint. It has been proved that the RWA problem is 

NP-complete [15]. Since the RWA problem is a special case of the RSA problem, the 

RSA problem is at least NP-complete. Similar to the RWA problem, the RSA problem 

can be partitioned into two sub-problems: the routing sub-problem and the spectrum 

allocation sub-problem. The new challenge in the spectrum allocation sub-problem is 

that an integer multiples of continuous frequency slots rather than a single wavelength 

should be allocated for each traffic request.  

 

The RSA problem has been formulated as an integer linear program (ILP) which 

minimizes the overall required spectrum to improve the spectrum utilization given the 

traffic matrix [16, 17]. To solve the RSA problem efficiently, several heuristics have 

been proposed to serve each request sequentially. The k shortest paths for routing and 

first-fit for spectrum allocation are the most common for the RSA problem in both 

static and dynamic case [10, 13, 16, 18]. The authors in [16] also proposed several 

ordering policies in static case to minimize the spectrum usage, such as 

most-subcarriers-first ordering, longest-path-first ordering, and the combined optimal 

ordering. 
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1.2 Multicast in WDM networks 

Multicast is a popular technique that enables the transmission of information from one 

source to multiple destinations. Multicast in WDM networks can efficiently improve 

the spectrum utilization as well as reduce the number of transceivers for some 

point-to-multipoint applications, such as video on demand (VoD), distance interactive 

learning, and video conference. It is forecasted by Cisco that Internet video traffic will 

be 54 percent of all consumer Internet traffic in 2016, up from 51 percent in 2011 [1]. 

The large amount of video traffic is of great potential to increase the multicast 

applications. To support multicasting traffic optically, the architecture of branching 

nodes should be multicast-capable. The capability of multicast can be easily realized 

with an optical splitter for duplicating optical signals and semiconductor optical 

amplifier (SOA) for on-off switching and amplifying.   

 

Multicast routing and wavelength assignment (MC-RWA) 

For efficiently implementing multicast in WDM networks, a light-tree instead of 

light-path should be established to transmit information from one source to multiple 

destinations [19]. The issue of finding a light-tree and assigning the wavelength on 

each branch along the light-tree for each multicast request is the well-known multicast 

routing and wavelength assignment (MC-RWA) problem. The key effort for MC-RWA 

problem is to minimize the overall blocking probability or maximize the total 

established multicast requests, given a set of multicast requests and a limited number 

of wavelengths.  

 

To make the MC-RWA problem more tractable, the routing sub-problem and the 

wavelength assignment sub-problem can be solved separately. The solution of finding 
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a minimum-cost light-tree is the Steiner Minimal Tree (SMT), which is NP-complete 

[20]. For the wavelength assignment sub-problem, two multicast requests cannot 

share the same wavelength on any common fiber link, known as the wavelength 

non-overlapping constraint. If no wavelength conversion is allowed, each multicast 

tree must be assigned the same wavelength, referred to as the wavelength-continuity 

constraint.  

 

Most studies of multicast in wavelength-routed WDM networks focus on the 

MC-RWA problem. The authors in [21, 22] formulate the MC-RWA problem as an 

ILP for static traffic. Since ILP takes too much time for large networks or large 

number of traffic requests, more attention is paid to efficient heuristics. The authors in 

[23] developed an efficient approximation algorithm to minimize the overall cost, 

including the cost of using wavelengths on each fiber link and the cost of wavelength 

conversion. Jia et al in [24] proposed an optimization method by integrating routing 

and wavelength assignment to minimize the number of wavelengths, given a set of 

quality-of-service (QoS) multicast request. In [25], the authors proposed a simpler 

MAX-FIRST algorithm to minimize the user blocking probability, which serves the 

multicast request with larger number of destinations first. The authors in [26] studied 

the constrained multicast routing problem in WDM networks, where some switches 

were incapable of splitting optical signals. 
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1.3 Network coding in passive optical network (PON) 

Network coding in optical networks 

Network coding was originally proposed to improve the network throughput and 

robustness [27, 28]. Different from the traditional transport networks, where the 

intermediate nodes simply forward or drop the received bit stream, the nodes capable 

of network coding can send out the bit stream which is a predefined function of two or 

more received bit streams, such as the XOR function. This function, also known as 

the coding operation, plays a key role in improving the network throughput and 

robustness. 

 

Several studies of network coding in optical networks have been carried out in order 

to take the advantage of network coding [29-35]. A. E. Kamal in [29, 30] proposed a 

1+N protection scheme to protect multiple unicast connections against single link 

failures by performing network coding, which provides faster recovery time compared 

to conventional 1:N protection scheme. The authors in [31] implemented the network 

coding techniques in all-optical multicast networks to provide bandwidth-efficient, 

fast-recovery protection based on a simple photonic bitwise XOR device. In [32-35], 

the authors proposed to use network coding in passive optical network (PON) to 

achieve higher throughput and energy efficiency, as discussed in the following.    

 

Network coding in PON 

Time-division multiplexing (TDM) PON, for instance E-PON or G-PON, has been 

widely deployed for delivering access services due to its low cost and broadcast 

capability [36]. In TDM-PON, all optical network units (ONUs) share the upstream 
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bandwidth by adopting the dynamic bandwidth allocation (DBA) protocol, while 

downstream traffic is broadcasted from optical line terminal (OLT) to all ONUs.  

 

In recent years, the capacity demand in access network has been exponentially 

increasing due to the high bandwidth-required applications, such as high definition 

television (HDTV), video on demand (VoD), cloud computing. When upgrading to 

larger capacity in PON, it is essential to maintain low cost, easy operation, and energy 

efficiency. The authors in [32-35] proposed to implement network coding in 

TDM-PON, which can improve the network throughput by 33% for inter-ONU 

communication in the same PON, while the hardware keeps unchanged. 

 

The implementation of network coding in previous schemes is as follows. Suppose 

ONU1 and ONU2 in the same TDM-PON need to communicate with each other. First, 

two inter-ONU traffic streams from ONU1 and ONU2 are transmitted to the OLT as 

upstream in different time slots by DBA and are then buffered at OLT electrically. The 

OLT then encodes the two traffic streams via predefined coding operation (e.g., XOR 

bits) and then broadcasts the encoded traffic stream to all ONUs as downstream. Only 

ONU1 and ONU2 can decode the right traffic stream by knowing its own traffic 

stream (i.e., the self-information). Compared to traditional inter-ONU communication 

without network coding in TDM-PON which requires two time slots for upstream and 

two time slots for downstream, the inter-ONU communication with network coding 

requires two time slots for upstream and one time slot for downstream, achieving 33% 

higher network throughput. 
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Physical-layer network coding (PNC) 

Physical-layer network coding (PNC) was originally proposed in 2006 as a mean to 

increase throughput in wireless relay networks by implementing the network coding 

operation directly at the physical layer [37]. When two or more electromagnetic (EM) 

waves mix together, they add. This addition is a form of network coding realized by 

nature. As proposed in [37], with a two way relay channel (TWRC), PNC can 

improve the system throughput by 100%. 

 

Fig 1.1 depicts a TWRC system of nodes 1 and 2 exchanging information via relay 

node R. Due to the half-duplex constraint in wireless communication system, a node 

cannot receive and transmit at the same time. With traditional non-network-coded 

scheme (TS) shown in Fig. 1.1 (a), total four time slots are required for nodes 1 and 2 

to exchange information. By employing straight network coding (SNC, here we refer 

to the traditional network coding operation) in Fig. 1.1 (b), where relay node R sends 

a network coded-packet (e.g., 1 2= ⊕RS S S ) in time slot 3, the number of total 

required time slots can be reduced to three, achieving a 33% throughput improvement. 

Nodes 1 and 2 can extract S2 and S1 from SR respectively by knowing the local 

information. With PNC as depicted in Fig. 1.1 (c), the number of time slots can be 

further reduced to two, achieving a 100% throughput improvement. The operation 

principle of PNC is as follows. In time slot 1, relay node R receives the packets S1 and 

S2 simultaneously, while in time slot 2 the relay node R sends the combined packets 

SR (SR is the EM addition of S1 and S2) to nodes 1 and 2.  
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(a) 

 
(b) 

 

(c) 

Fig 1.1. Two-way relay channel (TWRC) of (a) Traditional non-network-coded scheme (TS), (b) 

Straightforward network coding scheme (SNC), (c) Physical-layer network coding (PNC) [37].  

 

Since PNC can improve the network throughput by 100%, much higher than the 

traditional network coding scheme, it is of great potential to implement PNC in 

TDM-PON. In Chapter 3, we will propose and experimentally demonstrate a novel 

scheme implementing PNC in TDM-PON, achieving 100% throughput improvement 

with error-free communications.  
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1.4 All-optical virtual private network (VPN) in PON 

In traditional PON, only the upstream and downstream transmission between OLT and 

ONU are available, while two ONUs in the same PON cannot communicate with each 

other directly. The inter-ONU traffic must first be sent upstream to OLT and then 

broadcasted downstream to all ONUs, which consumes the bandwidth of both 

upstream and downstream, as well as increases the latency for inter-ONU 

communications.  

 

To provide private and secure service, as well as to alleviate extra signal processing at 

OLT and reduce the latency, the all-optical virtual private network (VPN) was 

recently proposed to enable direct communications among ONUs in the same PON. In 

these previous schemes, the VPN traffic is optically routed at the remote node or at 

the OLT without optical-electrical-optical (O-E-O) conversion by using some special 

architectures or modulation formats. Most of the existing all-optical VPN schemes are 

built on TDM-PON, as TDM-PON is the most popular and widely deployed for 

delivering access service today [38].   

 

To optically redirect the VPN traffic to the destined ONU, many approaches were 

proposed in previous works. C. J. Chae et al in [39] first implemented a Fiber Brag 

Grating (FBG) at the remote node to reflect a dedicated VPN’s wavelength to all 

ONUs for all-optical VPN communications. Upstream and downstream traffic at other 

wavelength band is not interrupted due to the property of FBG. However, it has to 

experience high splitting loss caused by optical coupler twice, thereby reducing the 

number of customers that can be served. In [40, 41], the authors proposed to use dual 

distribution fibers to optically reroute the VPN traffic at the remote node and 
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broadcast it to all ONUs. Although the dual distribution fibers can reduce the insertion 

loss, two distribution fibers can greatly increase the expense not only on the 

deployment of fibers but also on the maintaining. Another approach to compensate for 

the high splitting loss is to place a bidirectional amplifier at the OLT [42], which is 

only suitable for WDM-PON due to the cost issue. In addition, a cyclic N×N array 

waveguide grating (AWG) can optically reroute the VPN traffic among ONUs for 

WDM-PON [43].  

 

To transmit the VPN traffic and upstream traffic simultaneously, various technologies 

are employed, such as dedicated transmitters for upstream and VPN traffic [39], 

sub-carrier modulation [41], orthogonal ASK/FSK modulation format [42]. Although 

these technologies can provide high flexibility for all-optical VPN communication, 

the additional cost and complexity may have great impact on cost-effective 

TDM-PON. To reduce the cost and complexity, VPN communication can share the 

same transmitter with upstream. The start time and length of time slot for each VPN 

transmission is also scheduled by DBA protocol at the OLT, which is the same as 

upstream transmission. 

 

Although all-optical VPN has great advantages of enabling direct communications 

among ONUs, there are some potential drawbacks. In previous all-optical VPN 

schemes, only unidirectional inter-ONU communication (half-duplex) is allowed due 

to the star coupler architecture at the remote node. This limits the capacity of 

all-optical VPN communications. In Chapter 3, we will show that our proposed 

scheme can double the capacity for all-optical VPN communications in TDM-PON by 

employing PNC.  
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1.5 Contribution of this thesis 

As discussed at the beginning of this chapter, the capacity demand has been 

continuously and exponentially increasing in backbone networks and metro networks. 

In this thesis, we first proposed a novel scheme to improve the network throughput by 

implementing multicast in elastic optical networks. We further present the capacity 

increase by integrating PNC in TDM-PON for all-optical VPN communications.  

 

Analysis of multicast in elastic optical networks    

As discussed above, elastic optical networks with flexible bandwidth allocation can 

increase the spectrum utilization of backbone network compared to the traditional 

WDM networks. On the other hand, multicast over the optical layer is a 

bandwidth-efficient communication technique which supports point-to-multipoint 

applications. It is essential to enable optical multicast, as many broadband services in 

the future can be from one source to several destinations.   

 

To further improve the network throughput, we propose to implement multicast in 

spectrum elastic optical networks. Although many investigations on elastic optical 

networks have been carried out as mentioned in section 1.1, to the best of our 

knowledge, the performance of multicast in elastic optical networks have not yet been 

studied. We develop two efficient multicast heuristics to solve the routing and 

spectrum allocation (MC-RSA) problem for multicast in elastic optical networks. By 

adopting the same routing and wavelength/spectrum allocation algorithms, the 

benefits of elastic optical networks are investigated for multicast compared to the 

traditional WDM networks. 

 



14 
 

Physical-layer network coding (PNC) in TDM-PON  

We have discussed about the existing schemes of network coding in TDM-PON in 

section 1.3. However, the maximum throughput improvement is only 33%, and it 

requires a large electrical buffer to store the VPN traffic at both OLT and ONU. Here, 

to the best of our knowledge, for the first time, we propose and experimentally 

demonstrate a novel PNC scheme integrated in TDM-PON for all-optical VPN 

communications. A unique remote node that uses optical circulators to reduce the 

insertion loss of VPN communications is also proposed in this part. By transmitting 

the VPN traffic between two ONUs simultaneously using PNC (full-duplex), it can 

improve the network throughput by 100% compared to the traditional all-optical VPN 

schemes (half-duplex). Experiments show that error-free full-duplex VPN 

communications are achieved, and the power penalty is no more than 3 dB. 

Synchronization of ONUs is not required for the proposed PNC scheme. 
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1.6 Organization of this thesis 

The remaining part of this thesis is organized as follows: 

Chapter 2 analyzes the multicast performance in elastic optical networks by 

numerical simulation with two efficient heuristics developed.  

Chapter 3 experimentally demonstrates the proposed PNC scheme in TDM-PON for 

all-optical VPN applications. BER performance, power penalty and synchronization 

requirement induced by PNC will be investigated and discussed in this chapter.   

Chapter 4 summarizes this thesis and discusses about the future potential research 

topics.  
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Chapter 2 Analysis of Multicast in 

Elastic Optical Networks 

2.1 Introduction 

As mentioned in Chapter 1, the capacity demand in backhaul networks has been 

exponentially increasing in the recent years. The global backhaul traffic is expected to 

increase by approximately a factor of 12 over the next decade [44]. Therefore, it has 

attracted both academy and industry to research on network capacity upgrade and 

optimization of network resource. Although the ITU-T wavelength-based WDM 

networks offer obvious advantages, the coarse granularity (e.g., 50 GHz per 

wavelength) leads to spectrum inefficiency when the traffic request is not sufficient to 

fill one entire wavelength. The recently proposed spectrum elastic optical networks, 

which introduce fine spectrum granularity, can improve spectrum utilization by 

flexible bandwidth allocation [3]. In elastic optical networks, the necessary spectral 

resource is allocated in an integer multiples of 12.5 GHz, called frequency slot. 

Therefore it is more efficient than traditional WDM optical networks based on 

50-GHz grid. To flexibly allocate the just-enough bandwidth in elastic optical 

networks, two key technologies are i) bit rate-variable transponders based on optical 

orthogonal frequency division multiplexing (OFDM) [5] and ii) bandwidth-variable 

wavelength cross-connects (WXC) based on, for example, bandwidth-variable 

wavelength selective switch (BV-WSS) [6]. 

 

Multicast in WDM optical networks is a bandwidth-efficient technique that has 

enabled many popular point-to-multipoint applications, such as video conferencing, 
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interactive distance learning. However, the low-rate multicast traffic demands cannot 

make full use of the whole wavelength capacity, leading to low bandwidth utilization. 

Therefore in order to increase the network efficiency, it is essential to implement 

multicast in spectrum elastic optical networks. The key issue to achieve high network 

efficiency in elastic optical networks is the multicast routing and spectrum allocation 

(MC-RSA) problem. To efficiently support optical multicast, a light-tree rather than a 

light-path should be constructed to solve the routing sub-problem [19]. If no 

wavelength conversion is allowed, the light-tree must transmit traffic on the same 

particular spectrum along the branches, which is the well-known spectral continuity 

constraint. Additionally, the channel setup for connections must follow spectral 

non-overlapping constraint, which means no spectrum overlapping for different 

channels on the same link.  

 

The RSA problem for unicast in elastic optical networks with flexible bandwidth 

allocation has been studied recently [7, 10, 13, 16-18]. However, to the best of our 

knowledge, there are few investigations on the MC-RSA problem in elastic optical 

networks. In this chapter, we analyze the performance of multicast in spectrum elastic 

optical networks by developing two efficient heuristic algorithms. The multicast 

performance in elastic optical networks is compared to that in traditional 

wavelength-based WDM optical networks. 
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2.2 Network model and heuristics 

2.2.1 Multicast-capable node architecture 

To implement multicast in elastic optical networks, all nodes in the network should be 

capable of multicast in the optical layer with flexible bandwidth selection. Fig. 2.1 

depicts the multicast-capable bandwidth-variable (BV) WXC node architecture, which 

consists of optical splitters, BV WSS and BV transponders. The optical splitters have 

the ability to duplicate the incoming optical signals with different bandwidth and 

broadcast the copy to all possible output ports. The band-variable (BV) WSS plays the 

key role in BV WXC node architecture for establishing all-optical connections with 

flexible bandwidth allocation. It can demultiplex/multiplex the optical signals with 

different wavelengths and perform the switching function. The BV transponders are 

able to transmit and receive bandwidth-variable optical signals with different centre 

wavelength using coherent technologies. For simplicity, the optical amplifying part 

for compensating for the splitting loss is not included in this figure.  

 

 
 
 
 
 
 
 
 
 
 
Fig 2.1. Multicast-capable bandwidth-variable (BV) wavelength cross-connects (WXC) node 

architecture. Channel 2 and channel 4 denote unicast traffic in frequency domain with different 

bandwidth; channel 1 and channel 3 denote multicast traffic in frequency domain with different 

bandwidth. BV WSS: bandwidth-variable wavelength selective switch. 
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2.2.2 Multicast group size (MGS) factor 

Each multicast request has different number of destination nodes, namely multicast 

group size (MGS), varying from 1 to (N-1) where N is the total number of nodes in 

the network. The MGS factor is defined as follows:   

−
the multicast group sizeMGS factor = 

1
average 

N
 

where (N-1) denotes all the remaining nodes except the source node.  

 

Without loss of generality, we assume that each node except the source node has the 

same probability to be the destination nodes independently (i.e., it follows the 

independent and identical distribution). It is clear to see that the MGS factor equals to 

this probability. For example, the 20% MGS factor means each node except the 

source node has the same probability of 20% to be the destination node independently. 

In the simulation, we assume that the whole multicast request will be blocked as long 

as any destination node cannot be served. 

 

2.2.3 Network resource and assumption 

We consider two network scenarios for comparison: 1) spectrum elastic optical 

networks with flexible bandwidth allocation; 2) traditional WDM optical networks 

with fixed bandwidth allocation. In elastic optical networks, due to the limitation of 

optical component resolution, we consider a fine spectrum grid based on 12.5-GHz 

frequency slot rather than the gridless case. The necessary bandwidth allocation for 

each request will be in multiples of continuous frequency slots. In comparison, the 
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traditional wavelength-based WDM optical networks have fixed wavelength spacing 

(i.e., 50 GHz), which equals to four continuous frequency slots.  

We assume the total available spectrum is 4000 GHz for both cases (320 frequency 

slots for elastic optical networks and 80 wavelengths for traditional WDM optical 

networks). When a multicast request arrives, an integer multiple of continuous 

frequency slots, adaptive to the data rate, is allocated for the flexible-allocation case 

(i.e., elastic optical networks). For the fixed-allocation case (i.e., traditional WDM 

optical networks), fixed wavelength-based bandwidth is assigned no matter how much 

bandwidth is required. 

 

We assume each node in the network is equipped with multicast-capable WXC but no 

wavelength conversion is available. For simplicity, distance-adaptive modulation 

formats are not considered. 

 

2.2.4 Multicast routing and spectrum allocation (MC-RSA) heuristics 

To achieve high network throughput, it is essential to develop an efficient MC-RSA 

heuristic algorithm for multicast in elastic optical networks with flexible bandwidth 

allocation. For traditional wavelength-based WDM optical networks, there are many 

investigations on multicast routing and wavelength assignment (MC-RWA) [21-26]. 

Most of the algorithms separate the MC-RWA problem into the multicast light-tree 

routing sub-problem and wavelength assignment sub-problem. The algorithms for 

light-tree construction in route session are the variants of the shortest path tree (SPT) 

and the Steiner minimal tree (SMT). SPT is constructed to minimize the delay 

between the source node to each destination node, while SMT is constructed to 

minimize the total cost (e.g., the average spectrum utilization). SPT is constructed by  
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Fig. 2.2. An illustrative example for shortest path tree (SPT) and minimal spanning tree (MST) 

 

connecting every source-destination node pair with the shortest path, while the SMT 

problem is NP-complete [20]. Hence, a well-known method to approximate  

SMT is to use minimal spanning tree (MST) [45]. One routing example for SPT and 

MST is shown in Fig. 2.2. For a multicast request with source node N1, destination 

nodes N4 and N5, there are one SPT candidate with four links and two MST 

candidates with three links.   

 

In the numerical simulation, we use both SPT and MST for the route session in 

spectrum elastic optical networks to evaluate the multicast performance with flexible 

bandwidth allocation. To ensure fairness, the traditional wavelength-based WDM 

optical networks adopt the same routing algorithms. We also employ the first-fit (FF) 

algorithm for wavelength and spectrum allocation. Two efficient heuristic algorithms 

are developed for MC-RSA problem in spectrum elastic optical networks (shown as 

follows in Table. 2.1), namely SPT-FF and MST-FF. 

 

 

Assume a multicast request with source 
node N1, destination nodes N4 and N5 

One SPT candidate with 4 links

Two MST candidates with 3 links
N1

N2 N4

N5N3
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Table 2.1. SPT-FF and MST-FF algorithms for MC-RSA problem in elastic optical networks 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 Numerical results 

In the simulation, we assume that the data rate for each multicast is uniformly 

distributed between 10 Gb/s and 40 Gb/s. The traditional wavelength-based WDM 

optical networks have the capacity equal to 40 Gb/s per wavelength with a fixed 

50-GHz bandwidth. To be fair, four continuous frequency slots (12.5 GHz per 

frequency slot) in elastic optical networks can offer the same capacity of 40 Gb/s, so 

as to have the same bit/s/Hz. The elastic optical networks, however, provide more 

flexible bandwidth allocation, since we assume two or three continuous frequency 

slots can offer 20 Gb/s or 30 Gb/s, respectively.  

 

 

Step 1: Initialize the network topology and the overall free spectrum matrix. 

Pre-compute the shortest-path matrix for each node pair. 

Step 2: Pick one multicast request in the order of arrival.      

Step 3: Construct the SPT/MST route candidates for the multicast request using 

the shortest-path matrix. Among the SPT/MST route candidates, search for the 

first-fit (FF) necessary continuous frequency slots in ascending order of 

frequency slot index. If found, assign the FF continuous frequency slots along the 

respective SPT/MST route, and update the free spectrum matrix. If not, block the 

multicast request. 

Step 4: Check all the current connections whose holding time expire, release 

the occupied frequency slots along the respective SPT/MST route, and update the 

free spectrum matrix. 

Step 5: Repeat Step 2 to Step 4 for all the multicast requests.     
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The dynamic multicast request follows the Poisson distribution and the holding time 

for each connection is of negative exponential distribution. The source node and 

destination nodes for each multicast are selected randomly. A source node is first 

selected, and then the destination nodes are selected from all the remaining nodes 

independently with certain probability, which equals to the MGS factor as discussed 

above. Here we adopt 20%, 30% and 40% MGS factor for analysis. We use the NSF 

network (14 nodes, 21 bi-directional links) topology to evaluate the multicast 

performance in elastic optical networks. A total of 200000 arrival events are simulated 

with 5 times. 

 

Figures 2.3 and 2.4 illustrate the blocking performance versus traffic load by 

employing SPT-FF algorithm and MST-FF algorithm, respectively. The results show 

that elastic optical networks with flexible bandwidth allocation offer lower blocking 

probability for multicast than the traditional WDM optical networks with fixed 

bandwidth allocation under different MGS. For SPT-FF with 30% MGS factor at 

blocking probability of 0.1, elastic optical networks can support 90 Erlangs more 

traffic load, increasing capacity by 25%. In addition, both algorithms show that 

flexible allocation with 40% MGS factor almost achieves the same blocking 

probability with fixed allocation with 30% MGS factor, which means that elastic 

optical networks can support 33% larger MGS. Smaller MGS has more improvement 

in blocking probability at the same traffic load. As expected, the MST-FF algorithm 

outperforms the SPT-FF algorithm on blocking probability because of more efficient 

light-tree employed. 
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Fig. 2.3. Blocking probability versus traffic load employing SPT-FF algorithm 
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Fig. 2.4. Blocking probability versus traffic load employing MST-FF algorithm 
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Although the flexible bandwidth allocation in elastic optical networks can improve 

the network improvement shown as above, the spectral gap caused by non-uniform 

frequency slot allocation make fragmented spectrum difficult to use. Therefore, the 

non-uniform spectrum usage may limit the improvement of network capacity. We 

would like to investigate the effect of the spectral gap on the improvement of network 

throughput. Since the fixed-alternative routing and first-fit algorithm is adopted in the 

simulation, more unused spectrum in elastic optical networks leads to lower 

improvement of network throughput at certain blocking probability. We use the 

normalized unused spectrum to evaluate the performance of network throughput at 

certain blocking probability.  

 

Figures 2.5 and 2.6 compare the normalized unused spectrum of elastic optical 

networks and traditional WDM optical networks at blocking probability of 10%. The 

results show the normalized unused spectrum for elastic optical networks is about 8% 

higher, indicating that the spectral gap limits the improvement of network throughput. 

It is also shown that for a fixed blocking probability, the normalized unused spectrum 

is nearly independent of MGS. 
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Fig. 2.5. Normalized unused spectrum comparison employing SPT-FF algorithm 
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Fig. 2.6. Normalized unused spectrum comparison employing MST-FF algorithm 
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2.4 Summary 

We investigate the multicast performance in spectrum elastic optical networks by 

developing two heuristic algorithms. Simulation results show that the flexible 

spectrum allocation in elastic optical networks provides lower blocking probability for 

multicast compared to the traditional wavelength-based WDM optical networks. 

However, the spectral gap in elastic optical networks, caused by non-uniform 

frequency slot allocation, has slightly limited the improvement of network throughput.  
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Chapter 3 Physical-Layer Network 

Coding (PNC) in TDM-PON 

3.1 Introduction 

Time-division multiplexing (TDM) passive optical network (PON), e.g. E-PON or 

G-PON, has been widely deployed for delivering access services due to its low cost 

and broadcast capability [36]. In a TDM-PON system, downstream is broadcasted 

from optical line terminal (OLT) to all optical network units (ONUs) and upstream 

from ONU to OLT is shared among all ONUs by dynamic bandwidth allocation (DBA) 

protocol. Conventionally, two ONUs in the same PON cannot communicate with each 

other directly. The inter-ONU traffic must first be sent upstream to OLT and then 

broadcast downstream to all ONUs, wasting bandwidth in both directions.  

 

To provide private and secure service, as well as to alleviate extra signal processing at 

the OLT, all-optical virtual private network (VPN) was recently proposed to enable 

direct communication among ONUs in the same PON. For optically rerouting the 

inter-ONU traffic to the destined ONU without occupying upstream and downstream 

bandwidth resources, various all-optical VPN schemes were proposed [38-43]. The 

authors in [39] implemented a Fiber Brag Grating (FBG) at the remote node to 

optically reflect the inter-ONU traffic to all ONUs, while the authors in [40, 41] 

proposed to use dual distribution fibers to reduce the insertion loss caused by the 

power splitter at the remote node.  
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However, only unidirectional inter-ONU communication (half-duplex) is allowed in 

these schemes due to the star coupler’s architecture at the remote node. This limits the 

capacity of all-optical VPN communications. 

  

Network coding was originally proposed to increase network throughput [27, 28] and 

has recently been investigated for application in optical networks, including PONs 

[29-35]. In next-generation PONs, the inter-ONU traffic will increase because of 

emerging applications and services such as the smart grid [46]. The authors in [32, 33] 

proposed to integrate network coding with TDM-PON to improve the throughput of 

bidirectional inter-ONU communication. The improvement of throughput by 

employing network coding was investigated by numerical simulation in these papers. 

In [34], the authors implemented network coding for next-generation PONs and 

fiber-wireless access network system. 

 

However, in all these schemes, the encoding and decoding operation are implemented 

logically after optical-to-electrical conversion. Two inter-ONU traffic streams of 

opposite directions are transmitted to the OLT as upstream in different time slots by 

DBA protocol and are then buffered at OLT electrically. The OLT then encodes the 

two traffic streams via predefined coding operation (e.g., XOR bits) and then 

broadcasts the encoded traffic stream to all ONUs as downstream. The respective 

ONU can decode the right traffic stream by buffering a copy of its own traffic stream 

(i.e., the self-information). However, it requires large electrical buffer at OLT to store 

the two inter-ONU traffic streams and occupies additional downstream bandwidth. 

The coding operation at OLT also increases the workload and consumes additional 

power. The maximum capacity improvement for inter-ONU communication in these 

schemes is only 33%. 



30 
 

In this paper, we propose and demonstrate a novel scheme that implements 

physical-layer network coding (PNC) in TDM-PON for all-optical VPN applications 

for the first time. The scheme can increase the network throughput of inter-ONU 

communication by 100%. In addition, a unique remote node that uses optical 

circulators to reduce the insertion loss is proposed for all-optical VPN 

communication. 

 

PNC was originally proposed in 2006 as a means to increase throughput in wireless 

relay networks by implementing the network coding operation directly at the physical 

layer [37]. When two or more electromagnetic (EM) waves mix together, they add. 

This addition is a form of network coding realized by nature. A comparison of PNC, 

straightforward network coding (SNC) and non-network coding has been discussed in 

Chapter 1. The throughput improvement by employing PNC can reach 100%, while 

the throughput improvement by employing SNC is only 33%. Although PNC has been 

widely studied in wireless networks, its application in optical networks has hardly 

been explored. The authors in [47] experimentally demonstrated a PNC scheme in 

optical layer by combining two polarizations for optical protection. In this chapter, we 

experimentally demonstrate that PNC can be applied to all-optical VPN applications 

in TDM-PON. In the proposed scheme, PNC can increase the network throughput of 

VPN communication by 100%, as well as provides more secure service. 
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3.2 A novel PNC in TDM-PON scheme for all-optical VPN  

   applications 

3.2.1 System architecture 

Fig. 3.1 depicts the proposed PNC in TDM-PON architecture for all-optical VPN 

applications. First of all, a unique remote node (RN) architecture for all-optical VPN 

communication is proposed, in which the VPN traffic and upstream traffic only 

experience single-pass splitting loss. At the remote node, each port 1 of the (N+1) 

three-port optical circulators is connected to one output port of a (N+1)× (N+1) 

optical coupler while each port 3 is connected to one input port of that coupler. One 

circulator is connected to the OLT while the others are connected to N ONUs. The 

(N+1) three-port optical circulators are used such that the optical signal only 

experiences the high splitting loss caused by optical coupler once. For a 1×32 coupler, 

it corresponds to ~13-dB reduction in the insertion loss, assuming that the splitting 

loss is around 15-dB and the insertion loss for the additional circulator is around 1 dB 

per pass. The conventional all-optical VPN schemes in TDM-PON may use a 

  

(N+1)×(N+1 ) 
optical coupler
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Fig. 3.1. Proposed PNC in TDM-PON architecture for all-optical VPN applications. R/B: red/blue 

coupler. Tx: transmitter. Rx: receiver. EB: electrical buffer. DP: decoding process. Downstream 

wavelength: 1.49um. Upstream wavelength: 1.3um. 
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narrow-band FBG, in which the optical signal has to pass through the splitting loss 

caused by optical coupler twice [39], or use dual distribution fibers [40, 41]. Like the 

traditional TDM-PON, in the proposed scheme upstream and downstream can 

transmit simultaneously with the use of red/blue coupler. The VPN traffic is optically 

rerouted at the remote node and then broadcast to all ONUs, including the destined 

ONU and own ONU.  

 

To reduce the cost and power consumption, in the proposed scheme the upstream and 

VPN communication share the same transmitter at each ONU, whereas [39] has 

separate transmitters for upstream and VPN communication. To transmit the upstream 

data and VPN data simultaneously at each ONU, [41] uses subcarrier multiplexer and 

[42] adopts orthogonal ASK/FSK modulation format, thereby increasing the ONU 

complexity. Collisions between the upstream and inter-ONU VPN communications 

are avoided by DBA protocol at the OLT. 

 

3.2.2 Implementation of PNC 

If two ONUs need to communicate with each other over the all-optical VPN, the OLT 

allocates time slots for them and no upstream is transmitted during that time. For the 

aforementioned VPN schemes without implementing PNC, only one ONU is allowed 

to send the inter-ONU traffic in one time slot (half-duplex mode) since all ONUs will 

receive the inter-ONU traffic. It requires totally two time slots for two ONUs to 

exchange information, i.e., one ONU sends its VPN traffic in the first time slot and 

then the other ONU sends the VPN traffic in the second time slot. By employing PNC 

in the proposed scheme, two ONUs are allowed to transmit optical inter-ONU signals 

at the same time (full-duplex mode), thereby requiring only one time slot to complete 
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the inter-ONU communication. As such, it can increase the throughput of inter-ONU 

communications by 100%, compared to the conventional half-duplex scheme without 

employing PNC.  

 

The implementation of PNC in TDM-PON for all-optical VPN applications is as 

follows. For the encoding process (EP), two optical VPN signals from two ONUs are 

combined together at the remote node and then are optically looped back to all ONUs. 

For the decoding process (DP), the respective ONU receives the combined optical 

signal (i.e., its own optical signal and the other ONU’s signal), and then converts the 

optical signal into electrical signal. By subtracting the original copy of the electrical 

signal buffered previously (i.e., the self-information) from the detected electrical 

signal, the respective ONU can obtain the other ONU’s signal. Although the other 

ONUs can also receive the combined optical signals, they cannot operate the decoding 

process without knowing the self-information. The EP and DP in this scheme do not 

require the synchronization between two ONUs, thereby greatly enhancing the 

feasibility of this scheme.    

 

3.2.3 Management of wavelength collision 

For simplicity, this chapter experimentally demonstrates PNC employing the natural 

property of optical power addition. Therefore, two optical signals from the respective 

ONUs for VPN communication should have different central wavelengths to avoid the 

interference noise caused by wavelength collision. To allow for all-optical full-duplex 

VPN communication with PNC between any two colorless ONUs, each ONU should 

have two different central wavelengths, short and long wavelengths, with coarse 

tunable capability. Here, there is no requirement on the exact values of the 
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wavelengths among different ONUs. 

 

We investigate the requirement of wavelength difference between two ONUs for 

all-optical VPN communications to eliminate the interference noise. Fig. 3.2 shows 

the eye diagrams of two combined optical signals versus wavelength difference 

detected by a 10-Gb/s p-i-n receiver. It is shown that a wavelength separation of 0.3 

nm is sufficient to avoid the interference noise and there is no requirement on the 

exact values for the two wavelengths.  

 

Low-cost coarse wavelength tuning at ONU can be easily realized by adjusting 

temperature or injection current. The wavelength-tuning mechanism can be controlled 

by the OLT using an upper layer protocol. When establishing full-duplex VPN 

communication between two ONUs, the OLT sends downstream data, including 

temperature or injection current parameters, to respective ONUs to select the short or 

long wavelengths. Here we assume that the laser can be coarsely tuned to the short or 

long wavelength band.   

wavelength differences Δλ= 0 nm Δλ= 0.1 nm 

 

  
 

wavelength differences Δλ= 0.2 nm Δλ= 0.3 nm 

 

  
Fig. 3.1. Eye diagrams versus wavelength differences 
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Although it is possible to filter out the signal from the other ONU by a tunable 

wavelength filter, this introduces higher cost and requires complex operation of 

precise wavelength matching. For our proposed PNC system, precise wavelength 

matching is not needed.  

 

 

 

3.3  Experiments and results 

Fig. 3.3 shows the experimental setup for the full-duplex all-optical VPN inter-ONU 

communications that employ PNC in TDM-PON. Since we only aimed to 

demonstrate the inter-ONU VPN communication that employs PNC, the OLT was not 

included in the experimental verification.  

 

At ONU2, a continuous wave (CW) light at 1548.73 nm was intensity-modulated by a 

2.5-Gb/s 27-1 pseudorandom binary sequence (PRBS) not-return-zero (NRZ) data 

before electrical delay line (EDL), which was used to adjust time misalignment 

between two ONUs for investigating the requirement for synchronization. At ONU1, 

a CW light at 1552.00 nm was intensity-modulated by a 2.5-Gb/s 27-1 PRBS NRZ 

data. The length of the distribution fiber for ONU2 was 2 km, while the length of the 

distribution fiber for ONU1 was 10 km. The 10-km distribution fiber was adopted to 

study the effect of long distribution fiber in TDM-PON and to investigate the 

influence of Rayleigh back scattering (RBS) [48]. Two optical signals were combined 

at the remote node, which consisted of one 2× 2 optical coupler and two 3-port optical 

circulators. Each port 1 of the two optical circulators was connected to one side of the  
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Fig. 3.3. Experimental setup. Insets show (a) the received two optical signals; (b) the received two 

electrical signals after photodiode and electrical inverter; (c) the own copy of electrical signal; (d) the 

decoded electrical signal. IM: intensity modulator; EDL: electrical delay line; EDFA: Erbium doped 

fiber amplifier; VOA: variable optical attenuator; PD: photodiode; LPF: low pass filter; EAtt: electrical 

attenuator; RFA: radio frequency amplifier; ED: error detector; RN: remote node. 

 

2× 2 optical coupler, was connected to the other side of that coupler. Port 2s of the 

two optical circulators were connected to ONU1 and ONU2. Hence, the remote node 

performed as a star coupler, and the combined optical signal was looped back to both 

ONU1 and ONU2. The erbium doped fiber amplifier (EDFA) and variable optical 

attenuator (VOA) in this scheme were just for measuring the receiver sensitivity. After 

passing through EDFA and VOA, the combined optical signal was converted into 

electrical signal by a 10-Gb/s p-i-n receiver, which was integrated with an electrical 

inverter. The converted electrical signal was combined with the original copy of own 

electrical signal buffered using an electrical combiner for the decoding process. The 

voltage of the buffered electrical signal was adjusted through an electrical attenuator 

(EAtt) to achieve the self-signal cancellation in the received electrical signal. The 

decoded electrical signal passed through a 2.34-GHz low pass filter (LPF) and a radio 

frequency amplifier (RFA), and was then fed into the error detector (ED) for 

bit-error-rate (BER) test. To achieve burst mode operation with PNC, some alternation 

on the conventional burst-mode receivers [49] is required. For the modified 
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burst-mode receivers, the cancellation of its own copy is performed after the 

photodetector, using a cancellation circuit followed by the conventional burst-model 

receiver circuit.  

 

The inset (a) in Fig. 3.3 shows the eye diagram of the combined two optical signals 

with time misalignment, while inset (b) shows the eye diagram before the electrical 

combiner, demonstrating the scrambling of the original data when the two ONUs are 

transmitting concurrently. The inset (c) is the eye diagram of original electrical signal, 

and the inset (d) is the decoded signal after passing through LPF and RFA. 

 

We have measured the bit error rate (BER) performance of all-optical VPN inter-ONU 

communications with and without PNC. Fig. 3.4 shows that ONU2 with 2-km 

distribution fiber achieves BER=10-9 at about -18 dBm with PNC for VPN 

communications. The power penalty caused by employing PNC is nearly 3 dB 

compared to the half-duplex scheme, due to the non-ideal waveform cancellation in 

the decoding process. The rising and falling edges of electrical signal have changed 

after electrical-optical-electrical conversion. As the received power decreases, the 

power penalty becomes smaller because the noise caused by non-ideal waveform 

cancellation has less influence on the BER performance. However, ONU1 with 10-km 

distribution fiber achieves BER=10-9 at about -16 dBm with PNC, almost 2 dB worse 

than that for ONU2 with 2-km distribution fiber. The 10-km distribution fiber suffers 

from more severe Rayleigh backscattering, thereby degrading the BER performance. 

Note that most typical distribution fiber has a length less than 5 km in TDM-PON and 

will experience less degradation from Rayleigh scattering. Fig. 3.5 shows the required 

power at BER=10-9 versus different timing misalignment of two ONUs’ signals. The 

variation of required power is smaller than 
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Fig. 3.4. BER performance comparison of full-duplex (PNC) and half-duplex 
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 versus different time misalignment of two optical signals 

 
0.4 dB. Therefore the synchronization of two ONUs is not required for the proposed 
scheme, which greatly enhances the feasibility. 
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3.4 Summary 

For the first time, we experimentally demonstrate an all-optical PNC scheme with 

error-free full-duplex communication in TDM-PON for VPN applications at bit rate 

of 2.5 Gb/s. By employing PNC, the capacity for inter-ONU communication increases 

by 100% while the power penalty is no more than 3 dB for 2-km-length distribution 

fiber at BER=10-9. A unique RN that uses optical circulators to reduce the insertion 

loss of inter-ONU traffic is proposed for all-optical VPN communications. We also 

show that the synchronization of two ONUs is not required for the scheme. The 

proposed scheme can be realized with low-cost simple devices. 
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Chapter 4 Conclusion and Future 

Works 

4.1 Conclusion of this thesis 

To meet the increasing capacity demand, this thesis proposed two novel schemes to 

improve the network throughput. In Chapter 2, we first propose to implement optical 

multicast in elastic optical networks to increase the network efficiency of backbone 

networks. We further present the capacity increase by integrating PNC in TDM-PON 

for all-optical VPN communications in Chapter 3.  

 

As elastic optical networks can increase the spectrum utilization with flexible 

bandwidth allocation, we investigate the performance of optical multicast in elastic 

optical networks with two efficient heuristics developed. Numerical simulations show 

that elastic optical networks can provide lower blocking probabilities than traditional 

WDM networks for optical multicast under different MGS factors. We also study the 

impact of spectral gap caused by non-uniform bandwidth allocation on the 

improvement of network throughput. It shows that spectral gap slightly limits the 

improvement. 

 

In addition, we propose and experimentally demonstrate a novel PNC scheme in 

TDM-PON for all-optical VPN communications. It can improve the network 

throughput by 100% compared to the traditional all-optical VPN scheme without the 

requirement of complex hardware. Error-free full-duplex all-optical 2.5-Gb/s VPN 
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transmission is achieved with power penalty no more than 3 dB. It is also 

experimentally shown that the synchronization of two ONUs for VPN 

communications is not required and a wavelength separation of 0.3 nm is sufficient to 

avoid interference noise caused by wavelength collisions. A unique remote node that 

uses optical circulators to reduce the insertion loss is also proposed to achieve 

all-optical VPN communications. The proposed scheme can be realized with low-cost 

simple devices. 

 

4.2 Future works 

In Chapter 2, simulation results show that although the flexible bandwidth allocation 

in elastic optical networks can help improve the network throughput, the spectral gap 

caused by non-uniform bandwidth allocation slightly limits the improvement. The 

reason is that the first-fit (FF) algorithm is not efficient to reduce the spectral gap. 

Future work will focus on developing more efficient spectrum allocation algorithm to 

further improve the network throughput. 

 

In Chapter 3, we have experimentally demonstrated full-duplex 2.5-Gb/s all-optical 

VPN communications by employing PNC in TDM-PON. According to the BER test 

in Chapter 3, the PNC scheme has potential for error-free full-duplex 10-Gb/s 

transmission. If PNC could double the throughput for 10-Gb/s transmission with 

acceptable power penalty, it would be applicable to other optical systems, such as 

hybrid WDM/TDM PON, bidirectional communications among data centers.  

 

To achieve 100% throughput improvement, the two inter-ONU traffic should have the 
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same data length and be exactly aligned. It is important to maximize the throughput 

improvement. We will schedule the inter-ONU traffic to improve the efficiency in the 

further research. In addition, we assume that the received own signal is synchronized 

with its own copy of information stored in the electrical buffer for the decoding 

process. Further research will include the requirement for synchronization as well as 

the corresponding penalty.  The effect of uneven powers received at ONU due to the 

unequal distribution fiber lengths should also be considered. 

 

Experimental results also show that the power penalty by employing PNC for 

2-km-length distribution fiber is around 3 dB at BER=10-9, caused by non-ideal 

waveform cancellation. Theoretically, the power penalty can be as small as 0 dB with 

the ideal waveform cancellation. It is possible to reduce the power penalty with some 

signal processing methods. Additionally, the Rayleigh backing scattering (RBS) noise 

with 10-km-length distribution fiber increases the required power at BER=10-9 by 

around 2 dB. Prior approaches for reducing RBS noise is not suitable for this scheme, 

since the own optical signal’s spectrum is the same as the spectrum of RBS noise. 

New methods to reduce this kind of RBS noise are essential for optical systems with 

long fibers, should PNC be employed to increase the network throughput.   
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